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This paper investigates how haptic interactions can be defined for enabling a single operator to
control and interact with a team of mobile robots. Since there is no unique or canonical mapping
from the swarm configuration to the forces experienced by the operator, a suitable mapping must
be developed. To this end, multi-agent manipulability is proposed as a potentially useful mapping,
whereby the forces experienced by the operator relate to how inputs, injected at precise locations in
the team, translate to swarm-level motions. Small forces correspond to directions in which it is easy
to move the swarm, while larger forces correspond to more costly directions. Initial experimental
results support the viability of the proposed, haptic, human-swarm interaction mapping, through a
user study where operators are tasked with driving a collection of robots through a series of way
points.
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1. Introduction
Multi-agent robotics has matured as a field over the last decade in the sense that a number of dif-
ferent types of control and coordination algorithms have been established for solving a wide range
of problems, including area coverage (Bullo, Cortes, & Martinez, 2009), formation maintenance
(Desai, Ostrowski, & Kumar, 2001; Fax & Murray, 2002), containment control (Ji, Ferrari-Trecate,
Egerstedt, & Buffa, 2008), tracking of evolving fields (Zhang & Leonard, 2007), and flocking and
swarming (Jadbabaie, Lin, & Morse, 2003; Olfati-Saber, Fax, & Murray, 2007), just to name a few.
However, what is not clear is how teams of mobile robots can be effectively controlled by human
operators.

The current approach to operating autonomous vehicles is one-to-one (i.e., a single operator is
interacting with a single vehicle) or even many-to-one (i.e., multiple operators are needed to control
a single vehicle, as is often the case when controlling unmanned drones). However, in order to
enable a single operator to control and interact with multiple vehicles, new interaction abstractions
are needed.
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Some initial work on human-swarm interactions has been done, and different interaction ab-
stractions have been proposed. For example, McLurkin et al. (2006) investigated how user inter-
faces should be structured in order to facilitate the control of multi-robot teams. A related type of
inquiry concerns the design of useful displays that provide sufficient situational awareness without
overloading the operator with data (e.g., Cummings, 2004). Useful abstractions for human-swarm
interactions have been studied. In Arkin and Ali (1994), so-called motor schema are defined, and the
human operator acts on the team as an additional motor schema. In a similar manner, in Atherton
and Goodrich (2009), strengths of biologically inspired entities are being influenced by the user –
other similar approaches can be found, for example, in Kira and Potter (2009). In Farkhatdinov and
Ryu (2008), a switching control strategy is investigated through which a single human operator can
sequentially teleoperate multiple robots.

In order to employ haptic interaction modalities for a team of robots, a direct way of mapping the
injected control signals onto a force that is experienced by the operator is needed. When interacting
with multi-robot teams, the organization of the interaction dynamics matters, as has been observed
repeatedly in the literature (e.g., Rahmani, Ji, Mesbahi, & Egerstedt, 2009; de la Croix & Egerstedt,
2012). In other words, if the individual robots are nodes in a graph, then interactions between pairs
of robots can be encoded through edges between the corresponding nodes in the graph. The resulting
graph structure is known as the interaction network (Mesbahi & Egerstedt, 2010) and its topology
(i.e., what the graph looks like) has a direct impact on how easy or hard it is to control the network,
as shown in de la Croix and Egerstedt (2012). As a result, the mapping from control inputs to haptic
feedback must take the underlying network topology into account.

Manipulability is a standard notion in robotics for describing how effectively joint angle veloc-
ities translate into end-effector velocities for high degree-of-freedom manipulators (Bicchi, Mel-
chiorri, & Balluchi, 1995; Bicchi & Prattichizzo, 2000; Yoshikawa, 1985). In Kawashima and
Egerstedt (2011) and Kawashima and Egerstedt (2014), this idea was moved to the multi-robot do-
main in the context of “leader-follower” control. In this setup, a subset of the robots are leader
robots whose velocities can be controlled directly (corresponding to the manipulator joints), while
the remaining agents are the followers (corresponding to the end-effector). In this paper, we pursue
this idea as a generator of haptic forces experienced by the operator. That is, high manipulability
(swarm is easy to control) yields small forces and low manipulability (swarm is hard to control)
yields large forces.

The idea of using haptics to facilitate human interactions with multi-robot teams has been inves-
tigated previously. For example, Riedel, Franchi, Giordano, Bülthoff, and Son (2013) used haptic
feedback to assist a human operator in controlling multiple UAVs. In this work, a haptic device is
used to send the operator information about the presence of obstacles and other external disturbances
(such as wind gusts), while also being used by the operator to control the movement of the group
of UAVs as a whole. There are other examples where a haptic device has been used to control a
group of robots as well as provide feedback to the user. For example, Lee, Martinez-Palafox, and
Spong (2005), Lee and Spong (2005), and Rodriguez-Seda et al. (2010) explored bilateral teleop-
eration of groups of robots by a single master in the presence of communication delays. Similarly,
in Secchi, Franchi, Bulthoff, and Robuffo Giordano (2013), a human operator teleoperates a robot
team while also controlling the team’s degree of connectivity, and haptic feedback is used to inform
the operator of the discrepancy between the desired minimum degree of connectivity and the value
implemented by the control action. In Nunnally, Walker, Lewis, Chakraborty, and Sycara (2013),
the effectiveness of haptic feedback to an operator controlling a robotic swarm was explored through
user experiments.

The work we present here differs in that we investigate the effectiveness of different mappings
between team-level properties (manipulability) and the haptic feedback force that the operator ex-
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periences when interacting with a select subset of robots in the team, whereas the work done in the
aforementioned literature picks one such mapping a priori to relay information to the operator. It also
differs in the fact that we are using manipulability to let the human operator know how effectively
the leader of the group is controlling the motion of the followers.

The outline of this paper is as follows: In Section 2, we introduce the idea of leader-follower
networks of mobile robots and discuss how the notion of a manipulability index can be applied to
these networks under a general choice of interaction dynamics. In Section 3, we justify the use of
haptics to relay this manipulability information to a human operator that is tasked with controlling
a multi-robot team and discuss the different types of mappings between manipulability and haptic
force that were explored in this work. In Section 4, the setup of the user experiments are described,
and the results comparing these different mappings are presented.

2. Manipulability and Leader-Follower Interactions
In this paper, we follow the leader-follower approach to controlling teams of mobile robots, whereby
a subset of the robots (i.e., the leaders) are controlled directly, and the control signals are indirectly
propagated through the network through the leaders’ motions. Since our aim is to provide mean-
ingful and effective haptic feedback to the operator, an instantaneous notion is needed for how easy
or hard it is to interact with the robot team. This means that the standard notion of point-to-point
controllability may not be ideal, since it is a notion that concerns itself with the (possibly long-term)
transfer of the system from one state to another.

In contrast to controllability, which is not an instantaneous property, manipulability is a promis-
ing candidate for providing the needed, instantaneous, haptic feedback. As already stated, it is a term
borrowed from the robotic manipulation literature (e.g., Bicchi et al., 1995; Bicchi & Prattichizzo,
2000; Yoshikawa, 1985), and in this section, we recall the main manipulability ideas.

Consider a network consisting of N robots, divided into groups of leaders and followers, such
that there are Nf followers and Nl leaders, with Nf + Nl = N . Also assume that, at time t, each
robot is located at position xi(t) ∈ Rd, i = 1, . . . , N , where d is the spatial dimension under
consideration (e.g., d = 2 in the case of planar robots, d = 3 if they move in a three dimensional
space, and so forth). We can aggregate the positions together to describe the overall position of the
robot team at time t, which is given by x(t) = [xT1 (t), ..., x

T
N (t)]T ∈ RNd. For the sake of notational

simplicity, we assume that the indexing of the agents is such that the firstNf agents are the followers,
and the last Nl agents are the leaders. Under this indexing, we have that x(t) = [xTf (t), x

T
l (t)]

T ,
where xf (t) = [xT1 (t), ..., x

T
Nf

(t)]T ∈ RNfd and xl(t) = [xTNf+1(t), ..., x
T
N (t)]T ∈ RNld.

In a leader-follower network, the idea is to let the leader velocities be controlled by external
inputs (the control signals provided by the operator) and then let the follower velocities be defined
through pairwise interactions between adjacent agents, as is standard in the multi-robot literature
(e.g., Bullo et al., 2009; Mesbahi & Egerstedt, 2010). As a number of different such pairwise
interaction laws have been proposed, our ambition is to design a haptic interaction framework that is
largely agnostic to the actual choice of interaction dynamics. However, some choices will have to be
made, and we assume that the team of robots is tasked with maintaining desired, pairwise inter-robot
distances. This is a rather general version of the so-called formation control problem, and what it
means is simply that whenever robots i and j are adjacent in the underlying information-exchange
network, their task is to make the distance between them, ‖xi−xj‖, as close as possible to a desired
distance dij . Not all robots necessarily will be adjacent to all other robots, and thus the formation
need not be rigid.

Using this formation-based leader-follower setup, one can formulate the multi-agent manipula-
bility index in a manner that is immediately analogous to the way it is formulated for manipulators,
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namely, as a ratio between the leaders’ and the followers’ velocities, that is,

M =
‖ẋf‖2

‖ẋl‖2
. (1)

An example of this idea is illustrated in Fig. 1, where the multi-robot network on the left has a lower
manipulability than the network on the right due to the fact that the leader-follower velocity ratio is
smaller in network (a).

(a) Less Effective (b) More Effective

Figure 1. Effectiveness of interactions with a leader-follower multi-robot network based on manipulability
(Nl = 1). The filled circle is the leader and the arrows represent the agents’ velocities.

Explicitly untangling what the manipulability index M in Eq. 1 actually depends on is instruc-
tive. Clearly, M is a function of ẋl, since this is the control signal that is injected by the user. It
moreover depends on the total configuration of the multi-robot network (i.e., where all the different
robots actually are), x, and who they are adjacent to in the network (i.e., what robots are trying to
maintain the desired distance from each other). If we let V = {1, . . . , N} denote the set of robots,
we can define the set E ⊆ V × V as the unordered set of robot pairs between which distances are
maintained. That the set is unordered means that (i, j) ∈ E ⇔ (j, i) ∈ E (i.e., if robot i cares
about its distance to robot j, then robot j cares about its distance to robot i). Using the vertex set
V together with the edge set E, we have actually specified the undirected graph G = (V,E), that
defines the information-exchange network in the multi-robot team. Additionally, the manipulability
index in Eq. 1 depends on this graph.

To summarize, we have thatM in Eq. 1 depends at the very least on ẋl, x, andG. Unfortunately,
we need one more piece of information in order to compute M , namely, ẋf . This quantity depends
explicitly on the choice of interaction dynamics. However, as our ambition is to be general and
not over-design the haptic feedback to a particular choice of interaction dynamics, this obstruction
must be remedied. In the manipulation literature, this problem does not arise, since the links in the
manipulator are rigid (i.e., there is no interaction dynamics present in the way that it is present in
a multi-robot network). Kawashima and Egerstedt (2014) explored how an assumption of rigidity
on the links in the multi-robot network translated to a more general and easily computable, yet
approximate, manipulability notion that does not depend on the interaction-dynamics, that is,

M̃(x, ẋl, G) ≈
‖ẋf‖2

‖ẋl‖2
.

For the sake of composition clarity and for explicitly connecting to the haptic interaction modalities,
we here recall the construction from Kawashima and Egerstedt (2014).

To get at a rigid-link approximation of what happens in the multi-robot network without having
to explicitly specify the interaction dynamics, we assume that this dynamics is at least able to do
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what it was designed to do (i.e., get close to the desired inter-robot distances sufficiently fast). In
other words, for the purpose of obtaining an approximate manipulability measure, we will assume
that the desired distances {dij}(vi,vj)∈E are perfectly maintained by the followers at all times (i.e.,
‖xi(t)−xj(t)‖ = dij , ∀(vi, vj) ∈ E, t ≥ 0). Note that unless the leaders move significantly faster
than the followers, this approximation gives a reasonably good characterization of the team behavior
under the influence of leader velocity inputs.

Under the rigid-link approximation, the distances between connected robots are static (i.e. they
do not change over time). If the trajectories of xi(t) are smooth and differentiable, then this means
that

d

dt
‖xi(t)− xj(t)‖2 = 0, ∀(vi, vj) ∈ E, t ≥ 0, (2)

which expands to
(xi − xj)T (ẋi − ẋj) = 0, ∀(vi, vj) ∈ E, (3)

where we have suppressed the dependence on t for the sake of notational simplicity.
Using Eq. 3, the rigid-link approximation condition can be written in matrix form as

R(x)ẋ = 0, (4)

where R(x) ∈ R|E|×Nd is the so-called rigidity matrix of the system, and where |E| is the car-
dinality of the edge set. Or, if we explicitly call out the parts contributed by the leaders and the
followers,

R(x,G)

[
ẋf
ẋl

]
= [Rf (x,G)|Rl(x,G)]

[
ẋf
ẋl

]
= 0, (5)

where Rf ∈ R|E|×Nfd and Rl ∈ R|E|×Nld.
Kawashima and Egerstedt (2014) had shown that this, in turn, implies that the follower velocities

can be directly expressed as a function of the leader velocities (as well as x and G), as

ẋf = −R†f (x,G)Rl(x,G)ẋl, (6)

where R†f is the Moore-Penrose pseudoinverse of Rf . This relation gives the prescribed, approxi-
mate manipulability measure

M̃(x, ẋl, G) =
ẋTl J

T (x,G)J(x,G)ẋl
‖ẋl‖2

, (7)

where J(x,G) = −R†f (x,G)Rl(x,G). Returning to the discussion of what these measures should
depend on, as well as a desire to not have to depend on the particular choices of interaction law, this
approximate manipulability measure is what we will use as a generator of haptic feedback signals.

3. Haptic Manipulability
One consequence of the approximate manipulability index is that it is “easier” to move the team
of robots in certain directions, and with certain choices of leaders. This observation needs to be
formalized in order to map the manipulability index onto a meaningful haptic feedback signal. For
example, as shown in Kawashima and Egerstedt (2014), in the single-leader case, the approximate
manipulability takes a large value when the direction of the leader’s motion coincides with that of the
motion of the followers’ centroid. In the remainder of this paper, we will focus on the single-leader
case, because the experiments consist of a single operator controlling a single leader, which is easy
and intuitive for the operator to envision. It should be noted that we are not concerned with finding
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the maximum and minimum values of the approximate manipulability index, per se, but rather with
finding a mapping from manipulability to haptic feedback that can help a human operator complete
a multi-robot task effectively.

Haptics are a natural choice for conveying manipulability because this method requires no in-
termediary senses. The mechanism of control actuation is intimately tied to the feedback sensation
generated by the haptic device. Since the haptic device can also be used by the human operator
to control the leader’s velocity, this choice removes complexities that may arise from having two
separate mechanisms for controlling the leader and conveying manipulability information from the
robot team to the operator. The main idea is that the operator should not have to think about how
to apply the manipulability information, because the forces acting on the haptic device should force
the operator away from directions that result in low values of manipulability.

In order to apply forces to the haptic device, a mapping between the manipulability of the net-
work and the haptic force must be chosen. By choosing a force mapping that is a monotonically
decreasing function of manipulability, the user is encouraged by lesser force to move the network
in more manipulable directions while being discouraged by greater force from moving in less ma-
nipulable directions. The goal is to encourage the user to move the system in directions of higher
manipulability, so the control input is more effective in terms of the response of the multi-robot
team.

These mappings should, moreover, be constructed in such a way that the maximum force is
returned to the operator when the multi-robot team produces zero manipulability in that direction.
Similarly, the operator should feel the minimum amount of force when the input direction produces
the greatest manipulability that the system can achieve. Additionally, it can be shown that the
maximum approximate manipulability in a leader-follower network with a single leader is equal to
the number of followers in the network (i.e., Nf ).

In the single-leader case with which we are concerned, Nl = 1, Rl can be expressed in terms of
Rf as

Rl = −Rf Ĩf , (8)

where Ĩf = 1Nf
⊗ Id, where 1Nf

is an Nf -dimensional column vector with 1s in all of its entries,
⊗ denotes the Kronecker product, and Id denotes the d× d identity matrix. By substituting this Rl
into Eq. 6, we get

ẋf = −R†fRlẋl = R†fRf (1Nf
⊗ Id)ẋl = R†fRf (1Nf

⊗ ẋl).

Since R†fRf is a projection matrix, we get ‖ẋf‖2 ≤ Nf‖ẋl‖2. Thus, the desired result,

M̃ =
‖ẋf‖2

‖ẋl‖2
≤ Nf ,

follows.
Hence, we know a priori what the maximum manipulability value can be. The minimum force

exerted by the haptic device should be zero, so that an operator moving the network in the most
manipulable direction should not be encouraged by the haptic device to change directions.

In this paper, we explore two possible such mappings. These were chosen since they are, in a
certain sense, canonical in that they recover different aspects of what constitutes a potentially useful
mapping. One example of such a mapping is a linear function that inversely maps manipulability to
haptic force,

Flinear(M̃) = H

(
1− M̃

Nf

)
, (9)
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whereH is the maximum applicable force of the haptic device, M̃ is the approximate manipulability
of the team, and (as before) Nf is the number of followers in the network.

This linear map does not encourage high manipulability in a particularly forceful way, and it can
be contrasted with an inverse exponential map,

Fexponential(M̃) = H
e−αM̃ − e−αNf

1− e−αNf
. (10)

Here, α is a parameter that can be changed to adjust the rate of change of the force as a function
of manipulability. In the next section, these choices are explored in an experimental setting, where
users must solve a multi-robot task using both linear and exponential maps.

4. Experimental Procedures and Results
User experiments were performed in order to analyze the effectiveness of different mappings be-
tween manipulability and haptic force. Ten subjects voluntarily participated in this study, where
each subject was tasked with moving a leader-follower network of differential-drive Khepera III
robots between different target locations. This choice of task was driven by the fact that in a number
of multi-robot applications, team cohesion was provided by the local coordination and control laws,
while high-level objectives, such as target locations or directions, were externally applied.

The velocity of the swarm leader was controlled by the subjects using a PHANTOM Omni haptic
device, while manipulability information was relayed to the subject via feedback forces on the haptic
device. During each run, the subject was required to direct the leader, and hence the robot team, via
the haptic device, to one of the target locations and then to the other target location, in either order.
The leader robot was to end up on top of each target location, which was marked with an ‘X’ on the
floor. The initial configuration of the robots, along with the marked target locations, can be seen in
Fig. 2. The leader is the robot with a white styrofoam object on top of it.

Figure 2. Initial configuration of robots and the two target locations, as illustrated with black circles.

In addition to the physical setup, there was a virtual environment the subject could look at that
showed the positions of the robots, the positions of the target locations, and the velocity of the leader
(as shown by an arrow with direction and magnitude). This was provided to give the subject a better
feel for the environment. A photo of a subject using the haptic device while looking at the virtual
environment can be seen in Fig. 3.

The information-exchange network chosen for the user experiments was a line of four followers,
with a single leader coming off of the middle two followers, forming a triangle. This configuration
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Figure 3. Photo of student utilizing haptic device while looking at the virtual environment (middle screen).

was chosen in order to allow for the network to not be rigid – it could fold and bend while respecting
the desired inter-robot distances. This configuration is shown in Fig. 4, where the lines between
robots represent links that identify which robots can communicate with each other, or similarly,
which robots are in each other’s neighborhood set. The leader of the network is represented by a
black circle. Each follower robot’s control task is to maintain a desired distance between it and the
other agents in its neighborhood set. These desired distances are the initial distances between agents,
as seen in Fig. 4. Numbering the follower robots in this figure from left to right, it is important to
note that robots 1 and 4 each only have one robot in their neighborhood set, being robots 2 and 3,
respectively. This means that the formation shown will not always be maintained, because robots
1 and 4 can move around a bit, as long as robot 1 maintains its distance to robot 2 and robot 3
maintains its distance to robot 4.

Figure 4. Initial configuration of leader-follower network.

The mappings between manipulability and haptic force used in the user experiments consisted
of a linear mapping and four exponential mappings with α parameters of 2, 0.5, -0.5, and -2. As
discussed previously, these mappings are decreasing functions of manipulability, with a maximum
value of one and a minimum value of zero. In order to encourage users to move the leader of the
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network in directions of highest manipulability, the maximum manipulability is mapped to zero
haptic force and a manipulability of zero is mapped to a haptic force of one. The maximum value of
manipulability is the same as the number of followers in the network, which in this case, is four. The
haptic force was applied in the opposite direction of the input velocity that was given by the human
operator, so as to be a repulsive force that intends to impede motion in certain directions. These five
mappings can be seen in Fig. 5.

Figure 5. Manipulability vs. haptic force mappings used in user experiments.

It should be pointed out that we did not explicitly test whether or not manipulability is indeed
the best notion when interacting with multi-robot teams – both in terms of user experience and
in terms of task completion rates. The main objective was to investigate different mappings from
manipulability to haptic forces and to gauge their effects on the user experience. As such, the focus
is on improving the human experience during the task so the operator can “feel” how easy or hard
it is to move the team of robots as a whole. In this experiment, the task is to move the leader
between target locations, and it is not a given that manipulability will have a positive effect on task
completion. It will, however, let the operator know how effectively the followers’ motions are being
controlled by the leader’s motion, signifying how easy it is to control the entire team.

Each subject performed five runs, of randomized order, with each run using a unique
manipulability-haptic force mapping from the five discussed previously. Each run would start with
the robots in their initial configuration, as shown in Fig. 2. The subject decided which target location
to direct the leader to first and used the haptic device to direct the motion of the leader, and thus the
swarm, to this location. When the subject decided that the leader was close enough to the first target
location, the subject then directed the leader, via the haptic device, to the second target location.
When the subject decided that the leader was close enough to the second target location, the run
would end. See Fig. 6 for a photo of the robot team getting close to one of the target locations. The
robots were then reset to their initial configuration before the next run would start. After each con-
secutive run, data was collected and the subject filled out a NASA Task Load Index (TLX) survey,
which measured the difficulty of the task.

Using the position and time data collected during the experiments, several measures were com-
puted for comparison. In order to measure how successful the users were in completing the tasks,
the shortest distance between the leader and each target location was computed. This distance was
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Figure 6. Photo of the robot team approaching one of the target locations during one of the user experiments.

computed for each of the two targets using Eq. 11, where xl is the (2-dimensional) position of the
leader and τk is the (static) position of the k’th target location, k ∈ 1, 2.

Dk = min
t≥0

(||xl(t)− τk||) (11)

A value of zero for Dk means that the leader was precisely on top of the ‘X’ at target location k
sometime during a run, whereas greater values indicate that the subject performing the experiment
never reached the target location exactly. Smaller values indicate that the subject was able to drive
the leader closer to the target location. In addition to the distance from the target locations, the
total time that it took to complete both tasks was computed. For purposes of this measure, task
completion is defined as the leader being within 15 cm of the second target location. By averaging
these measures across the ten sets of data, it was found that the exponential mapping with α = 0.5
led to both the shortest task completion time and the shortest distance to target location, for both of
the locations. This can be seen in Table 1.

Table 1: Average task completion time and shortest distance to task location vs. manipulability-haptic force
mapping (with standard deviations in parentheses).

Manipulability – Force Mapping
α = 2 α = 0.5 Linear α = -0.5 α = -2

Time (sec) 85.957
(29.553)

84.391
(23.489)

115.380
(56.554)

87.991
(23.880)

87.160
(17.796)

D1 (cm) 4.300
(2.481)

2.680
(1.371)

3.754
(3.152)

3.133
(1.882)

4.593
(1.833)

D2 (cm) 5.047
(3.735)

3.574
(2.885)

6.745
(6.597)

7.581
(5.523)

5.977
(4.246)

The last objective measure that was computed and analyzed was the average manipulability
of the robot team throughout each of the users’ five runs. The ten sets of data were averaged to
see how the average manipulability was affected by the haptic mapping and these values can be
found in Table 2. It is expected that the mapping with α = -2 would be most likely to force the
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user to go in directions with higher manipulability, as the forces are higher under this mapping.
Since the mapping with α = 2 gives off the lowest resistive haptic forces, it was expected that a high
manipulability would not be maintained under this mapping. However, the results did not reflect this
intuition. The mapping with α = 2 gave the highest average manipulability of all of the mappings.
The other four mappings all had very similar manipulability values.

Table 2: Average manipulability over entire run vs. mapping between manipulability and haptic force (with
standard deviations in parentheses).

Manipulability – Force Mapping
α = 2 α = 0.5 Linear α = -0.5 α = -2

M̃
2.6781

(0.3069)
2.5646

(0.1976)
2.5695

(0.1754)
2.5890

(0.2800)
2.5997

(0.2029)

This may be due to the nature of the tasks and the initial configuration of the robots. If users were
most inclined to move the leader in a direction that happened to have a high manipulability to begin
with, then the addition of stronger forces would not make much of a difference. In addition, some
users were fixated on the directions that they wanted to move the leader in and were unwilling to let
the haptic forces influence their decisions. Perhaps stronger forces would discourage this behavior,
but the forces most likely cannot be high enough to impede motion completely due to the limitations
of the PHANTOM Omni device. However, these observations are merely speculative and are not
supported by the data collected.

The TLX survey required the human subjects to rate each task from 0–100 on six scales: mental
demand, physical demand, temporal demand, performance, effort, and frustration. These six mea-
sures were then averaged to produce a raw TLX score, where a lower number represents a lower
workload required for the task. Each of the ten subjects filled out the survey five times, once for
each of the five different manipulability-force mappings. The raw TLX scores can be seen in Fig. 7.

The mean and standard variation of the raw TLX scores for each of the five mappings were
computed as given in Table 3 and depicted in Fig. 8. From these results, it can be seen that the
exponential mapping with α = 0.5 produced the best results in terms of workload. It should be noted
that the standard deviation values are a bit high and could be due to the fact that the NASA TLX
score measures perceived workload, which may vary from person to person.

Table 3: Mean NASA TLX scores for each of the five manipulability-force mappings (with standard deviations
in parentheses).

Manipulability – Force Mapping
α = 2 α = 0.5 Linear α = -0.5 α = -2

TLX Score 16.4167
(14.8087)

14.0833
(8.8581)

19.0833
(11.6829)

19.0000
(11.4786)

18.6666
(11.4274)

Based on these results, an exponential mapping with α = 0.5 outperformed the other four map-
pings in terms of ease of task and task completion. This particular mapping provides feedback to
the user without providing so much force that it makes the task difficult to complete, which may be
the case in the α = -0.5 and α = -2 mappings. Since the goal was to move the leader to a specific
set of locations, the user must balance his or her desire to move in a certain direction (toward the
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Figure 7. Raw TLX scores given by the subjects for each of the five manipulability-force mappings. For each
manipulability-haptic force mapping on the horizontal axis (exponential mapping with α = 2, 0.5, -0.5, -2, and
linear mapping), there are ten bars representing the TLX scores given by each of the ten subjects during the user
studies, where each subject was tasked with moving a group of robots to two target locations using a haptic
device that relays manipulability information about the team of robots using feedback forces. Each subject
performed the task five times, where the mapping between manipulability and the haptic feedback force was
different for each run. The subjects completed the NASA TLX survey after each run to describe the workload
of the task. The TLX scores range from 0–100, where 0 represents a low workload and 100 represents a high
workload.

task location) with the feedback that the haptic controller is giving. Nonetheless, the haptic device
provides enough feedback that the user has some intuition about what is going on with the system
internally.

5. Conclusions
In this paper, we presented the notion of approximate manipulability in leader-follower networks
and used this measure to give some intuition about the effectiveness of the control input to a human
operator who is controlling the leader of the network through a haptic device. Different mappings
between the approximate manipulability of the network and the haptic force applied to the device
were explored. If manipulability is chosen as the measure that one wishes to use for providing
feedback to a human user, it was found that an exponential mapping with a parameter of α = 0.5 is
preferable to other exponential mappings and to a linear mapping. The experimental results show
that the choice of mapping between a particular network property and the force on a haptic device
plays a large role when a human operator is given feedback using haptics. In this work, manipu-
lability was chosen as the property of the multi-robot network to be fed back to a human operator,
but this can be extended (possibly in future work) to other network properties that a human operator
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Figure 8. Average of the raw TLX scores given by the subjects for each of the five manipulability-force
mappings. The lines above and below the bars show one standard deviation of the data.

may be interested in obtaining via a haptic or other type of interface. This work has shown that there
are many ways to map a property of the system being controlled to the haptic force, and in the case
of leader-follower network manipulability, the most effective mapping given a particular task was
found.
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